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ABSTRACT

Empathetic response generation requires perceiving and un-
derstanding the user’s emotion to deliver suitable responses.
However, existing models generally lack an ability to respond
in a persona-specific way, which has been shown to play a
vital role in expressing appropriate empathy. To address this
problem, we propose a novel Transformer-based architecture
that incorporates retrieval-augmented prompt learning to gen-
erate persona-aware empathetic responses. Since personal-
ized emotional resonance is subtle and uncontrollable, we em-
ploy dense passage retrieval to retrieve exemplary responses
that reflect specific persona and context characteristics to cue
the generative model on signaling empathy. Extensive exper-
iments confirm the effectiveness of our model for persona-
aware empathetic response generation.

Index Terms— Natural Language Processing, Dialogue
Generation, Empathetic, Personalized, Exemplar Prompting

1. INTRODUCTION

Empathy, i.e., an individual’s ability to perceive and inti-
mately understand the feelings and experiences of others, is
a fundamental trait of human daily conversations. Endow-
ing dialogue systems with more empathetic responses can
improve user satisfaction and participation in diverse do-
mains and settings [1, 2]. Empathy is a complex construct
that consists of two notable aspects, namely affection and
cognition [3]. The affective aspect involves the appropriate
emotion expression in reaction to the user’s experiences [4],
such as sadness. The cognitive aspect entails perceiving the
user’s situation [5], which is often expressed in the dialogue
act leveraged in the dialogue, such as suggesting. Recently,
numerous approaches have been introduced to improve the
ability of dialogue models to comprehend the feelings of
interlocutors [6, 7, 8, 9, 10, 11].

Fig. 1 presents a typical example of dialogue expressing
empathy. We believe that despite encountering the same con-
versational context, different empathetic responses may be
provided depending on the agent’s persona [12, 13]. However,
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Context: I have managed to lose 5 pounds in the last half month!

Emotion: proud

Dialog Act: informing

Persona:  I like eating meat very much.

Response: Wow! I want to lose weight too, but I’m a carnivore.

Emotion: admiration Dialog Act: agreeing

Persona:  I am a doctor.

Response: Congrats! Don’t forget to take adequate nutrition though.

Emotion: joy Dialog Act: suggesting

Fig. 1. Example of empathetic response generation by two
dialogue agents with different personas. Different personas
may entail different styles of expressing sympathy.

most existing work ignores the impact of personality char-
acteristics when generating empathetic dialogue responses.
Even in the case of ChatGPT, the responses primarily reflect
its character persona in the semantic context rather than dis-
playing distinct emotional expressions. This calls for new re-
search on dialogue models that capture sufficient signals to
deliver persona-aware empathetic responses.

Current generative models often struggle to reflect per-
sonalized characteristics and perceive a user’s real emotional
situation, as it may be too subjective and vague for systems to
viscerally understand feelings. They often produce utterances
that are insufficiently empathetic or entirely appropriate, e.g.,
merely responding with “That’s awful.” in response to “My
uncle was screaming for help all last night.”, or even “How
did he die?”. Hence, drawing on the idea of controlled text
generation, we retrieve exemplary responses from the training
set based on persona information and the dialogue context,
which serve as the reference for the dialogue system to per-
ceive empathetic features. It matches the desired embedded
representations in a continuous low-dimensional latent space.
Although the retrieved exemplars can provide essential cues
during the decoding process, they are insufficient to enable
high-quality persona-aware empathetic responses [14]. We
further incorporate prompt learning so as to elicite extrinsic
signals from pre-trained language models, providing supple-
mentary evidence for response generation.
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Fig. 2. Overall architecture of the proposed model.

In this work, we introduce the Persona-aware Empathetic
Response Generation Machine (PERGM). Our key contri-
butions are: (1) We propose a novel Transformer-based ar-
chitecture for persona-aware empathetic response generation,
whereas most existing work ignores persona characteris-
tics. (2) Our model incorporates retrieval-augmented prompt
learning into a generative architecture, leveraging exemplars
as guiding signals. (3) Automatic and manual evaluations
demonstrate that PERGM can generate more informative and
empathetic responses than prior work.

2. METHODOLOGY

Given a conversation C = [u1, u2, ..., um] involving a partic-
ipating user and a dialogue agent, each of the m utterances
is labeled with emotion (EM) and dialogue act (DA) tags,
and the agent’s persona P = [p1, p2, ..., pn] is described by
n sentences. We aim to generate a response um+1 that is em-
pathetic to the user’s situation and reflects the agent’s persona
entries. As depicted in Fig. 2, our model first retrieves ex-
emplars, and subsequently incorporates retrieval-augmented
prompt learning into a pre-trained GPT-based decoder, seek-
ing to generate persona-aware empathetic responses.

2.1. Exemplar Retrieval

Given a query (i.e., the agent’s persona P and the dialogue
context C), and a set of candidate responses dΦ from the train-
ing set, we adopt dense passage retrieval (DPR) [15] to re-
trieve exemplary responses as in Fig. 3, learning a probability
distribution p(dΦ|P,C) according to the similarity:

p(dΦ|P,C) = exp(EPC(P,C) · ER(dΦ)
T ), (1)

where EPC(·) ∈ R1×H and ER(·) ∈ Rm×H indicate the
encoding for persona-context pairs and candidate exemplars

Training set

DPR

Exemplars

1. The loss of a beloved 

person may hit you hard.

2. I’m so sorry for your loss. 

Praying for your family!

3. This sounds terrible. Are 

you doing okay?

Persona
I love my family 
very much. (Agent)

Context
My grandmother 
passed away yesterday.

Fig. 3. Hard prompt invokation.

with BERT, H indicates the hidden state size of the encoder,
m refers to the number of candidate responses. Finally, we
select top-q responses as retrieved exemplars d̂Φ with Eq. 1.

2.2. Retrieval-augmented Prompting

Given the retrieved exemplars d̂Φ, which include the reference
responses RΦ, persona PΦ, emotion id EΦ, dialogue act id
DΦ, we generate the prompt by using a disentangled-attention
decoder with three independent parameter attention adapters.
In order to enable the prompt to focus on the interplay be-
tween personality and emotions, and model how they influ-
ence responses, three adapters are devised to process inputs
[RΦ], [PΦ;EΦ;DΦ], and [RΦ;PΦ;EΦ;DΦ] separately:

HR = Transformer(RΦ)

HP = Transformer([PΦ;EΦ;DΦ]).

HA = Transformer([RΦ;PΦ;EΦ;DΦ]).

(2)

where HR captures the impact of semantic context, HP mod-
els the effect of personality–emotion interactions, and HA ex-
plores the influence of the above factors. We GPT-2 as our
Transformer model. An MLP combines the three adapters’
outputs to obtain prompt O:

O = MLP([HR;HP ;HA]). (3)
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2.3. Empathetic Response Decoding

We use the Transformer-based GPT-2 as the backbone for em-
pathetic response generation, as shown in Fig. 2. Our model
takes the persona P , dialogue context C, retrieved exemplars
d̂Φ and the prompt O as input. Subsequently, we feed the
concatenated sequence x = [O;P ;C; d̂Φ] to the autoregres-
sive GPT-2 model, obtaining the output hidden states, keys,
and values in the attention blocks:

Hx,Ax = Transformer(x). (4)

Next, we adopt the hidden state of the last position in the se-
quence, hx = Hx[−1] ∈ Rd to predict the emotion (EM) id
of the target response, denoted by Ey:

hE = FE(hx) ∈ Rd, Ey = softmax(MEhE), (5)

where FE is a non-linear layer, d indicates the hidden state
size of the Transformer, ME ∈ R10×d represents the EM em-
bedding matrix. The hidden state at the penultimate position
of the sequence, hx′ = Hx[−2] ∈ Rd is used to predict the
dialogue act (DA) id of the target response, denoted by Dy:

hD = FD(hx′ ) ∈ Rd, Dy = softmax(MDhD), (6)

where FD is a non-linear layer, MD ∈ R9×d represents the
DA embedding matrix. Then we add the EM embedding and
DA embedding to acquire the fused embedding er, which
controls the empathy expression of the response:

er = ME [Ey] +MD[Dy]. (7)

The embedding of each token yt in the response is:

eyt
= er + Embedding(yt). (8)

Finally, we can predict the next token yt+1 by:

st = Transformer(eyt
,Ax), (9)

yt+1 ∼ P(yt+1|y≤t;x) = softmax(MW st). (10)

where st refers to the output hidden state corresponding to yt,
and MW ∈ R|V|×d represents the word embedding matrix.

2.4. Loss Function

The overall loss is defined as:

L = LNLL + LEM + LDA, (11)

where LNLL is the negative log likelihood loss of the target re-
sponse, LEM and LDA are the empathy factor (i.e., Emotion,
Dialog Act) prediction losses. Specifically,

LNLL = − 1

ly

ly∑
t=1

logP(y∗t |y∗<t;x,E
∗
y , D

∗
y), (12)

LEM = −logP(E∗
y |x), LDA = −logP(D∗

y|x). (13)

Happy Offmychest
train valid test train valid test

#Conversation. 69K 9K 11K 55K 7K 6K
#Utterance. 161K 21K 26K 130K 17K 14K
#Speaker. 66K 14K 15K 59K 13K 14K
#Average.Persona 61.0 62.7 60.5 54.3 61.2 63.4

Table 1. Detailed Statistics of the PEC-AE Dataset.

3. EXPERIMENTS

3.1. Setup

Dataset: PEC [12] is a large-scale persona-grounded empa-
thetic conversation dataset crawled from Reddit. It consists
of two different domains, Happy, which primarily has posts
with positive sentiment, and Offmychest, where negative
posts prevail. To promote higher quality empathy research,
a more fine-grained annotation with Dialogue Act (DA) and
Emotion (EM) labels [10] has been created on top of the
PEC dataset. For experiments, we use the processed PEC-AE
dataset, with detailed statistics given in Table 1.
Baselines: Several representative Transformer-based models
are compared with our model: (1) GPT [16], a vanilla model
which generates responses based only on the dialogue con-
text. (2) EmpTransfo [8], a transfer learning based scheme
together with a multi-task objective for empathetic response
generation. (3) CoMAE [10], a framework hierarchically
modeling the empathy factors for empathetic response gen-
eration, achieving state-of-the-art performance on PEC-AE.
(4) ChatGPT, a representative model specifically trained to
interact with users in a genuinely conversational manner.
Implementation Details: All the implementations are based
on PyTorch and the HuggingFace Transformers library. For
training the DPR, two BERT-base [17] models are employed
to encode query and candidates respectively, the initial learn-
ing rate is set to 1 × 10−5 with a linear decay of step size
0.1 per epoch. For the decoder, we employ GPT2-small [16]
with 12 layers, 12 heads, and hidden state size of 768 as our
backbone. The parameter count of PERGM is 249M. We
adopt AdamW optimization with an initial learning rate of
6.25× 10−5 and linear decay of step size 0.1 per epoch. The
full model converges in 3 epochs with batch size 16, and we
adopt an early-stopping criterion.
Evaluation Metrics: We use both automatic metrics and
human assessments for evaluation. As automatic metrics, we
utilize ROUGE-L [18] to measure the similarity between the
generated and reference responses. Dist-2, which refers to the
ratio of distinct bi-grams in responses, is used to measure di-
versity. We also report the emotion prediction accuracy (EA)
for the generated responses. For human evaluation, we per-
form pairwise comparisons between the gold responses and
the model-generated responses. Three human annotators are
employed to rate 100 samples from testing data on three as-
pects critical for practice use: (1) Empathy: How empathetic
is the response to the user? (2) Relevance: How coherent
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Models Dist-2 ROUGE-L EA Human ratings
Emp. Rel. Flu.

H
ap

py

GPT 19.11 11.32 10.9 2.91 3.27 4.52
EmpTransfo 19.74 17.31 55.1 3.22 3.45 4.30
CoMAE 20.62 17.84 53.2 3.31 3.47 4.43
ChatGPT 7.16 11.25 / 4.01 3.86 4.76
PERGM 21.83 17.85 56.4 3.54 3.78 4.48

O
ff

m
yc

he
st GPT 26.04 13.07 8.9 2.69 3.02 4.63

EmpTransfo 27.91 16.66 32.1 3.16 3.28 4.57
CoMAE 27.69 16.81 29.3 3.12 3.25 4.58
ChatGPT 11.13 10.73 / 3.94 3.74 4.82
PERGM 28.56 17.70 33.8 3.43 3.64 4.7

Table 2. Results of overall evaluation.

Models Dist-2 ROUGE-L EA Human ratings
Emp. Rel. Flu.

H
ap

py

PERGM 21.83 17.85 56.4 3.54 3.78 4.48
w/o Persona 19.45 17.69 55.4 3.48 3.39 4.50
w/o Exemplars 19.22 17.77 47.2 3.39 3.46 4.51
w/o Prompts 20.71 18.12 55.8 3.50 3.65 4.49

O
ff

m
yc

he
st PERGM 28.56 17.70 33.8 3.43 3.64 4.67

w/o Persona 27.27 17.07 33.2 3.30 3.24 4.57
w/o Exemplars 27.69 17.04 26.8 3.19 3.27 4.60
w/o Prompts 27.93 17.68 33.6 3.36 3.42 4.62

Table 3. Ablation study of different components.

is the response with the persona and context? (3) Fluency:
How fluent and human-like is the response? The rating scale
ranges from 1 to 5 (best score). Scores across 100 samples
and three annotators are averaged to obtain the final rating.

3.2. Results

Table 2 shows the evaluation results on Test-Happy and Test-
Offmychest domains. As observed, our PERGM yields the
best performance on almost all the objective metrics. For
ChatGPT, despite achieving the highest human ratings, it
exhibited subpar diversity and significantly deviated from
the reference response. For instance, on Test-Offmychest,
PERGM obtains the highest Dist-2 score and ROUGE-L
score compared to the strongest baseline CoMAE, which
indicates that our generated responses are more informative
and have better fidelity. Furthermore, the highest emotion
prediction accuracy also demonstrates that our model can
more easily detect the empathetic information for the target
responses. Regarding the human ratings, responses from
our model obtain the best scores in terms of Empathy and
Relevance except for ChatGPT. Although EmpTransfo and
CoMAE achieve a comparable empathy score, they still fare
substantially worse than our model. This suggests that our
model can leverage persona information and exemplars to
model empathetic response generation.
Ablation Study. We disentangled the contributions of each
part of PERGM in Table 3. All the metrics become worse
after we eliminate the persona information of interlocutors,
demonstrating the effectiveness of persona in model genera-
tion quality. The removal of the retrieved exemplars causes
a 7% accuracy drop in EA, a relative 3.8% ROUGE-L drop

Context: My first adopted fur baby was lost for four years. We were reunited
yesterday afternoon.

Persona: I like cute animals.
Reference Response: So happy for you! How did you find the cute little creature?
Retrieved Exemplar: I’m so happy that your kitten is doing okey now! Could we

see a picture of it? I’m a big sucker for cute things.
Ours: Yay! So happy you got the kitten back, and I really like cute things.
w/o Exemplar: That’s nice. Your cat is very important to you.

Table 4. Case study on leveraging exemplary responses.

Fig. 4. Impact of adjusting the number of adopted exemplars.

and 3.1% in Dist-2 on Test-Offmychest, indicating that the
retrieved exemplars can greatly facilitate emotional under-
standing. When removing the prompts, almost all the metrics
also deteriorate slightly. This demonstrates that the necessary
prompts are beneficial to empathetic response generation.
Analysis. We further analyzed the influence of exemplars for
empathetic response generation in Table 4. The retrieved ex-
emplars are highly semantically similar to the references, cor-
responding to the dialogue context and the responder’s per-
sona. The exemplars can assist the decoder in generating rel-
evant words in the response. Specifically, the generated re-
sponse is semantically close to the retrieved exemplar, and
both express joy at finding the lost kitten. On the contrary, the
generation from w/o Exemplar is generic and does not exhibit
the persona character of “I like cute animals”. We also show
the impact of number of retrieved exemplars in Fig. 4.

4. CONCLUSION

This paper proposes a novel Transformer-based architecture
that incorporates retrieval-augmented prompt learning to gen-
erate persona-aware empathetic response. By retrieving em-
pathetically suitable exemplars based on persona and context,
it elicits essential linguistic cues from a pre-trained language
model. Experiments show our model can deliver more infor-
mative and empathetic responses than existing methods.
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