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reveal their preferences with regard to item attributes during the
interaction. As illustrated in Fig. 1, it is challenging to study and
mitigate the bias arising in multi-round HitL conversational turns.
We refer to this issue as the human-in-the-loop popularity bias.

At the same time, the modern HitL CRS paradigm requires con-
sidering user preference updates during the multi-round conversa-
tional turns in order to strike a good balance between the recom-
mendation utility and popularity bias. Some traditional popularity
debiasing methods rely on a purely regularization-based method
to improve the exposure of long-tail items [2, 7, 38, 54], while oth-
ers focus on adversarial learning, causal reasoning, and re-rank
strategies [1, 23, 52]. However, in CRS settings, it would be harmful
to blindly apply a uniform debiasing strategy, as users may have
already clarified some of their desires to the agent. Furthermore,
how to control the weight of different popularity biases is another
essential aspect in the CRS scenario, since the global distribution
of item popularity should not determine the assumed preferences
of individual users [6]. In order to guarantee a fair exposure of
recommendation results for different users, a CRS should gain the
capability of dynamically adjusting the individual popularity pref-
erences from the user history and global popularity statistics from
the platform in a multi-round scenario.

One of the major streams of research on CRS assumes a modu-
lar framework [49], typically including user interaction modeling
(UIM), dialogue state management (DSM), and recommendation
(REC). Specifically, UIM involves encoding information from in-
teractive user–agent dialogue utterances as well as historical user
records, while, based on the UIM’s outputs, the DSM pays attention
to the importance of dynamic conversational state updates to select
a suitable next action in each conversational turn. The DSM decides
which question to ask and whether it is the right time to reveal
the current recommendation results proposed by the REC module
to the user. This interplay between modules in a CRS is similar
to guessing what might be the preferred item in a user’s mind by
asking the user questions [13, 36, 42, 46, 49]. Once the user has
provided a response revealing particular preferences with regard to
item attributes, the system can prune off irrelevant item candidates.

Typically, traditional DSMs determine which questions to ask
(pertaining to specific item attributes) such that the recommenda-
tion utility (e.g., in terms of purchases or clicks) is maximized in
fewer conversational turns. However, existing CRS methods such
as collaborative filtering-based ones implicitly encode the user his-
tories [9, 24, 25], which may mislead it with regard to the user
preferences. For example, a user may be known to have watched
a number of science fiction movies such as StarWars in the past.
Such information can lead the DSM to assign a lower probability
to questions about the movie category, as it may blindly assume
the user prefers popular science fiction films such as Star Trek.
Hence, the agent may emphasize movies with these attributes over
others. In reality, a user may at times prefer less popular crime
thrillers or even romantic comedies if they have not expressed any
contrary interests during the conversation. Unfortunately, none of
the existing DSM module designs account for popularity bias in
their objective functions, considering both questions in the DSM
module and debiasing historical user records in the UIM module. To
achieve the flexibility of asking about potential preferences along
item attributes, the DSM module ought to be carefully designed so

as to consider how to ask questions in each round to alleviate the
popularity bias from the UIM module.

To this end, we propose a new method called Popcorn for POP-
ularity debiasing in COnversational RecommendatioN. Specifically,
Popcorn consists of three modules for user-interaction modeling
(UIM), dialogue state management with popularity debiasing (DSM-
PD), and recommendation (REC). The UIM module first encodes
real-time user–agent dialogue as well as historical user records
to derive a personalized state vector. Since not all historical items
the user has interacted with are useful at a given time, the UIM
module can automatically identify important items and balance
between them and the real-time dialogue context. The DSM-PD
module then takes the UIM’s state vector as input and predicts the
next action: either asking a question to obtain user preferences
on a certain attribute or making recommendations at a suitable
time. The DSM module explicitly takes into consideration the pop-
ularity bias of a potential recommendation and integrates it as a
supervised signal into the learning process so that the CRS agent
can make correct decisions to balance between recommendation
performance and popularity bias. Since the popularity bias signal
is non-differentiable, we formalize the DSM-PD training procedure
as a multi-objective Markov decision process and propose a new
variant of policy gradient to learn the parameters of the DSM-PD
module. Finally, the recommendation module (REC) is triggered by
the DSM-PD module at a suitable time to make final predictions in-
corporating both dialogue context and historical user information.

In light of the above, our main contributions include:
• We highlight important shortcomings of previous conversa-
tional recommender systems (CRS), which fail to consider
popularity bias arising in recommendation decisions.

• We conduct data-driven studies to assess the popularity bias
over the distributions of attribute values within the items.
Additionally, we devise schemes to modify existing evaluation
metrics to quantify the popularity bias in a CRS.

• We propose a new popularity debiasing method for HitL con-
versational recommendation to address this issue by jointly
incorporating user interaction modeling and dialogue state
management, which leads to debiased behavior via novel re-
ward functions.

• Our model yields high-quality recommendation results on two
diverse real-world datasets while narrowing the popularity
bias within the recommended results. Extensive experiments
along with qualitative results demonstrate the effectiveness of
our proposed debiased CRS.

2 RELATEDWORK
Conversational Recommender Systems. Traditional static
recommender systems rely on offline user–item interaction histo-
ries, and suffer from limitations when better estimating user pref-
erences requires a deeper user participation. In contrast, conversa-
tional recommender systems (CRS) model the recommendation task
under a human-in-the-loop (HitL) learning paradigm [14], which
relies on task-oriented multi-turn dialogue to interact with users so
as to precisely elicit their preferences and consumption motivations.
Earlier CRS attempts focused on collecting user preferences by ask-
ing choice-based questions [10, 19, 29]. Recent research in the area
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falls into two broad categories – natural language understanding
(NLU) [49] and dialogue state management (DSM) [36]. With the
recent breakthroughs in NLP on generating and understanding
free-form text, communicating with users in a multi-turn conver-
sation becomes a natural way of eliciting their preferences and
addressing their needs. Research focusing on NLU develops mod-
els to uncover the semantics held within the user responses. The
multi-turn CRS strategies of switching between question asking and
recommendation is based on the extracted semantic features from
the conversation [22, 27, 49] or external knowledge graphs [14, 53].
However, most of these methods learn the switching strategies in a
supervised manner and do not automatically explore potentially
more optimal strategies. This requires a carefully curated train-
ing dataset such that the model learns to pick up only desirable
strategies [14]. Different from semantics-based methods, another
branch of research pays more attention to designing a dialogue
state management (DSM) module that optimizes for a successful
recommendation decision in fewer conversational turns [24, 36].
Such approaches consider CRS as a task-oriented dialogue system
that asks questions about pre-defined attributes and fills the slot of
a given attribute in each conversational turn directly based on the
user’s response [11, 39, 51]. The ultimate goal is to pick appropriate
actions automatically in order to more quickly arrive at a successful
recommendation.
Bias and Debiasing in Recommender Systems. Recommen-
dation models are trained on vast amounts of user behavior data. As
a result, they inevitably absorb biases inherent in the data as well
as those manifested by the feedback loop of recommendation [17],
such as selection bias, exposure bias, position bias, popularity bias,
etc. [6]. In order to improve the robustness against these biases,
many studies on debiasing have recently been put forth. These
address different types of biases by proposing new evaluation met-
rics [4, 5, 15, 44], conducting data augmentation [18, 23, 35, 45],
or introducing new training regularization constraints [7, 33, 43,
47, 48]. Among all forms of bias, popularity bias [1] is prevalent
in nearly all kinds of recommender systems. Due to the “Matthew
Effect” [16], popular items generally have a higher probability of
being recommended to users, and they in fact tend to be recom-
mended much more frequently than their original popularity in
the dataset [1, 2, 16], even resulting in unfair recommendations
[12, 16, 28]. The initial popularity bias may further have a self-
reinforcing feedback effect [17]. To mitigate the issues caused by
the popularity bias, several methods have been proposed based on
regularization [2, 7, 38, 54], adversarial training [23], counterfactual
reasoning [28, 52], and re-ranking [1]. However, past techniques
are designed for popularity debiasing in conventional recommender
systems. In this work, we focus on popularity debiasing a Human-in-
the-Loop CRS. We propose a novel reward function for the dialogue
state management module to dynamically mitigate popularity bias
during decision making.

3 PRELIMINARIES
In this paper, we follow the System Asks – User Responds (SAUR)
paradigm [49] to formulate the conversational recommendation
problem. The goal of a conversational recommender system (CRS)
is to make recommendations at a proper time by asking questions

to estimate user preferences from both the multi-turn dialogue and
the user’s historical records.

Formally, letU andV denote the user and item sets, respectively.
For each user 𝑢 ∈ U, the historical records constitute a subset of
items denoted by𝑉𝑢 ⊆ V . To elicit user preferences, the CRS agent
asks a question 𝑞 at each turn selected from the candidate question
set Q = {𝑞1, 𝑞2, . . . , 𝑞𝑚}, each of which is associated with a domain-
specific attribute. The user will provide a response 𝑝 to the question
that may directly answer it with an attribute value, or express no
preference on the attribute.

The conversation proceeds as follows. Let 𝑝0 denote the ini-
tial preference description of a user 𝑢 as the first query to the
CRS agent. Upon completing the 𝑡-th turn of the conversation, the
agent aims to select the next action 𝑎𝑡+1 (asking a question or mak-
ing recommendations) based on the current dialogue state s𝑡 =

(𝑉𝑢 , {𝑝0, . . . , 𝑝𝑡 }, {𝑞1, . . . , 𝑞𝑡 }). If the agent decides to request fur-
ther information about the user’s preferences, it will choose the best
question𝑞𝑡+1 from the set of remaining questions Q\{𝑞1, . . . , 𝑞𝑡 }. If
it instead decides to provision a recommendation𝑉𝑢 , it will pick top
𝐾 items from the candidate setV \𝑉𝑢 and display them to the user.
The CRS agent keeps communicating with the user until it decides
to make a recommendation or the user quits the conversation due
to impatience, so in practice the conversational turns should not
be designed to continue indefinitely. If the user rejects all recom-
mended items, many systems can be configured to either continue
to ask new questions or politely end the conversation [24, 36, 49].
In our experiments, we set a threshold on the maximum number of
conversational turns in order to imitate the process of impatient
users quitting the conversation.

4 POPULARITY BIAS IN CRS
4.1 Data-driven Study
In our setting, the CRS agent interacts with users by asking ques-
tions towards specific attributes, and the users may respond with
their preferences on attribute values. To investigate the popularity
bias in the CRS, we leverage the aspect-value distribution of the
items. We split the items in the training set into popular and un-
popular groups in terms of the value of attributes. As illustrated
in Fig. 2 about a Movie dataset, the production attribute has over
15 different values, but Columbia Pictures, Lions Gate Films, and
Disney dominate, accounting for more than 50% of frequencies in
the training data records. A similar long-tail effect can also be ob-
served for other attributes and for the Yelp dataset introduced later
in Section 6. The statistics demonstrate that due to the distribution
disparity within the values of attributes, we could classify the items
in terms of certain attribute values into either popular or unpopular
groups. Hence, we claim that this divergence in the attribute value
distributions is an essential factor leading to popularity bias.

4.2 Quantifying Popularity Bias
Formally, let A be a set of𝑚 attributes associated with the item
set. Given a set of items 𝑉 ⊆ V and an attribute 𝑎 ∈ A, we denote
by 𝑉 (𝑎) ⊆ 𝑉 the subset of items whose values on the attribute 𝑎 is
not empty. According to the statistics in the previous section, we
can derive two disjoint sets from 𝑉 (𝑎), one for popular items and
the other for unpopular items with respect to the attribute 𝑎. In the

Full Paper Track CIKM ’21, November 1–5, 2021, Virtual Event, Australia

496



Full Paper Track CIKM ’21, November 1–5, 2021, Virtual Event, Australia

497



Full Paper Track CIKM ’21, November 1–5, 2021, Virtual Event, Australia

498



State The state s𝑡 = xstate is the vector computed by the UIM
module. Unlike previous work, in which each dimension of the state
vector corresponds to a predefined attribute–value pair, the state
is represented based on implicit semantic features of the user’s de-
scriptive response and user preferences estimated from the current
dialogue as well as historical records.

Action space There are two main types of actions in our system,
i.e., asking a new question and making a recommendation, similar
to previous work [36, 41, 49]. The size of the action space is equal
to one plus the number of questions remaining in the candidate
pool.

Rewards In the MOMDP, the reward is defined to be a vector
where each component represents one type of feedback from the en-
vironment with respect to a specific objective. In the CRS scenario,
we consider three important factors related to the recommendation
performance, user experience, and item popularity bias. Specifi-
cally, at the 𝑡-th turn of the conversation, an immediate reward
vector R𝑡 ∈ R3 is assigned to the action when the user’s response
is collected:

R𝑡 = [𝑅rec,𝑡 , 𝑅dial,𝑡 , 𝑅bias,𝑡 ] . (12)

The first reward function 𝑅rec,𝑡 refers to the recommendation suc-
cess state, with value 𝑟fail if the user rejects the recommendation
or directly leaves, or value 𝑟success if the user accepts the recom-
mendation. The second reward function 𝑅dial,𝑡 is associated with
the user experience in each dialogue. It elicits the value 𝑟reply if
the user provides a preference answer to an attribute-based ques-
tion asked by the agent, or 𝑟empty if the user does not provide a
response, indicating that the user does not have specific preference
over the attribute. The third reward 𝑅bias,𝑡 = exp(−E𝐴𝑡

[𝑉𝑢,𝑡 ]) pro-
vides a signal regarding the popularity bias defined in Eq. 3 over the
remaining attributes A \𝐴𝑡 not associated with the past questions.

Objectives The DSM’s goal turns to learning an optimal policy
𝜋𝜃 parametrized by 𝜃 that simultaneously maximizes three objec-
tives:

J(𝜋𝜃 ) = E𝜋𝜃

[
𝑇−1∑
𝑡=0

𝛾𝑡 R𝑡+1

]
, (13)

where J(𝜋𝜃 ) ∈ R3 and 𝛾 is a discount factor that dampens the influ-
ence of long-term rewards. To optimize such a vectorized objective,
a naive approach is to use a weighted sum to aggregate all three
objectives. However, as shown in previous work [34], such linear
combinations fail to provide sufficient control to balance between
different objectives, and thus a non-linear mapping over multiple
objectives is preferred. Inspired by previous work [40], we intro-
duce a non-linear generalized Gini social welfare function𝐺swf and
cast the learning objective of CRS as:

𝜋∗
𝜃
= argmax

𝜋𝜃
𝐺swf (J(𝜋𝜃 )), (14)

𝐺swf (x) =
3∑

𝑖=1
w𝑖 x̃𝑖 , (15)

where x̃ is the vector whose components are copied from x but
sorted in ascending order, and w ∈ [0, 1]3 is a weight vector satis-
fying

∑3
𝑖=1w𝑖 = 1. The optimal policy 𝜋∗

𝜃
in Eq. 14 can provably

[40] achieve Pareto optimality, i.e., a good balance among recom-
mendation performance, user experience, and item popularity bias.

To solve the optimization of Eq. 14, we define a variant of policy
gradient derived as follows.

∇𝜃𝐺swf (J(𝜋𝜃 )) = ∇J(𝜋𝜃 )𝐺swf (J(𝜋𝜃 )) · ∇𝜃 J(𝜋𝜃 ) (16)

= w̃𝑇∇𝜃 J(𝜋𝜃 ), (17)

where w̃ is a vector with components derived and sorted from
weight vector w. Note that ∇𝜃 J(𝜋𝜃 ) ∈ R3×|𝜃 | is equivalent to the
classic policy gradient over 3 objectives. The DSM module thereby
gradually learns to select the optimal actions based on the current
state in consideration of multiple factors.

5.3 Recommendation
In our model, the recommendation module (REC) is invoked when
the DSM-PD module decides to make a recommendation. REC mea-
sures the relevance between the user and the candidate items based
on the conversation history and item features, and selects the top
items most likely to satisfy the user’s needs. Both the user pref-
erences and the item features are captured by understanding the
semantics of natural language inputs. The user representation is
generated based on the conversation history and the item repre-
sentation is generated based on its textual description. Suppose the
DSM-PD module decides to make a recommendation at turn 𝑡 given
the collected 𝑡 responses {𝑝𝑖 }𝑖∈[𝑡 ] .
Item Representation. Different from dialogue utterances that
tend to be fairly short within a single conversation, the number of
candidate items could be very large in real-world scenarios and the
REC module has to measure the relevance between the user and
every candidate item. Therefore, we aim to generate the item repre-
sentation from its description in a simpler way to balance efficiency
and effectiveness. Specifically, we first encode the description of an
item 𝑣 ∈ V into a sequence of word embeddings {d𝑗 ∈ R𝑑 } 𝑗 ∈[𝑙 ] .
Then, a weighted average of word embeddings yields the item rep-
resentation ṽ with an attention mechanism, which has been shown
effective in previous work [8, 22].

ṽ =

𝑙∑
𝑗

𝛼 𝑗d𝑗 , 𝛼 𝑗 = softmax(v⊺𝑠 tanh(W𝑠d𝑗 )) (18)

Here, W𝑠 ∈ R𝑑×𝑑 , v𝑠 ∈ R𝑑 are parameters of the attention module.
User Representation. Each response 𝑝𝑖 reveals the user pref-
erence on the question 𝑞𝑖 at turn 𝑖 ∈ [𝑡], and hence the user rep-
resentation should explicitly encode the information of all such
preferences. We first encode each response 𝑝𝑖 of 𝑙 words into a
sequence of word embeddings P𝑖 ∈ R𝑙×𝑑 . The self-attention block
is again recruited to encode the word sequence of each response,
i.e., P̃𝑖 = SelfAtt(P𝑖 , P𝑖 , P𝑖 ) ∈ R𝑙×𝑑 . However, not all words in the
response are equally important in expressing the user’s preferences,
and the importance of a single word may also depend on the par-
ticular attribute. Therefore, when generating the representation of
response 𝑝𝑖 , we apply another attribute-aware attentionmechanism
[30] to enable the model to focus on more informative words:

r𝑖 =
𝑙∑
𝑗

𝛼𝑖, 𝑗h𝑖, 𝑗 , 𝛼𝑖, 𝑗 = softmax(v⊺𝑟 tanh (W𝑟h𝑖, 𝑗 +W𝑎a𝑖 )) (19)
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Dataset #Users #Items #Attr #Conv Avg. Turns

Yelp 103,189 37,164 8 239,788 6.41
Movie 6,038 3,378 15 574,965 6.62

Table 1: Statistics of the datasets. “Attr” represents attributes
and “Conv” represents conversations.

Here, h𝑖, 𝑗 ∈ R𝑑 is the hidden state of the 𝑗-th word in the user’s
response and a𝑖 ∈ R𝑑a is the attribute embedding at turn 𝑖 . W𝑟 ∈
R𝑑×𝑑 ,W𝑎 ∈ R𝑑a×𝑑 , v𝑟 ∈ R𝑑 are parameters of the attentionmodule.
The output r𝑖 ∈ R𝑑 is the representation of the user’s response at
turn 𝑖 .

To summarize the information in the conversation history up to
turn 𝑡 , all responses {r𝑖 }𝑖∈[𝑡 ] of user 𝑢 are encoded into a dense
representation via item-aware attention with a candidate item 𝑣 :

ũ =

𝑡∑
𝑖

𝛼 ′𝑖 r𝑖 , 𝛼
′
𝑡 = softmax(v⊺𝑢 tanh (W𝑢r𝑖 +W𝑖 ṽ)) (20)

Here, W𝑢 ∈ R𝑑×𝑑 ,W𝑖 ∈ R𝑑×𝑑 , v𝑢 ∈ R𝑑 are parameters of the
attention module.
Prediction. We predict the relevance score between a user 𝑢
and an item 𝑣 via concatenation of their representations followed
by a linear layer

𝑓rec (𝑢, 𝑣) = v𝑦 [ũ; ṽ] + 𝑏𝑦, (21)

where v𝑦 ∈ R2𝑑 , 𝑏𝑝 ∈ R are parameters for this linear layer.
We use the objective of Bayesian Personalized Ranking (BPR)

[32] to learn the parameters in the recommendation module, i.e.,

Lrec (Θ) =
∑

(𝑢,𝑣+,𝑣−)
log𝜎 (𝑓rec (𝑢, 𝑣+) − 𝑓rec (𝑢, 𝑣−)), (22)

where 𝑣+ and 𝑣− refer to a positive item and a sampled negative
item for the user 𝑢

6 EXPERIMENTS
6.1 Experimental Setup
Datasets. To validate our proposed CRS popularity debiasing
framework, we consider a publicly available dataset in the movie
domain, constructed for developing a CRS with state control to
learn an action selection strategy [36] based on the Movielens [20]
dataset. We also construct a second dataset based on real-world data
from Yelp2, which provides user reviews of hotels and restaurants.
Specifically, we follow the approach of Zhang et al. [49] and extract
attribute-related content within reviews as user responses toward
questions in a conversation. We extract aspects in reviews with a
public toolkit [50], and further categorize these into a set of groups
as attributes, e.g., “bread”, “beef”, and “shrimp” are classified as per-
taining to the Food attribute, based on the assumption that similar
aspects in the same group are relevant to the same topic. Thus, each
review is transformed into a conversation with questions related
to attributes and user responses are diverse naturally occurring
sentences referencing corresponding aspects.

We additionally augment the conversational turns in both the
Movie and Yelp datasets using template-based question generation

2https://www.yelp.com/dataset/

with manual verification following the procedure proposed by [14].
It should be noted that for the dataset constructed by Sun [36], a
set of attribute–value pairs are predefined and each of the user
responses is related to one pair. Our constructed dataset does not
rely on predefined knowledge and aims at evaluating the methods
on more complex instances. Dataset statistics are given in Table 1.

We randomly split each dataset into training, development, and
testing subsets with an 80%, 10%, 10% split. 50,000 samples of the
training set and 5,000 samples of the testing and development sets
are used for learning the policy network and the remainder is
exploited for recommendation learning. Unlike previous work [24,
36], our system does not depend on prior knowledge of attribute–
value pairs, and the UIM module is optimized together with the
policy network without a pretraining process.
Implementation Details. In the UIM module, the embedding
size is 𝑑 = 300. In the DSM-PD module, the policy network re-
ceives rewards 𝑟success = 1, 𝑟fail = −1, 𝑟reply = −0.1, 𝑟empty =

−0.5. The weight vector in the function 𝐺swf is [0.5, 0.25, 0.125]
before normalization, corresponding to the objectives with rewards
[𝑅rec, 𝑅bias, 𝑅dial]. The policy network is modeled as a two-layer
neural network size with parameter sizes of 300 × 64 and 64 × |A|.
Three modules are jointly trained with Adam optimization with
a learning rate of 2 × 10−4. The REC module is pretrained with
Adam optimization with an initial learning rate of 10−3. We tune
the model on the development set and use it to report the test
results.
EvaluationMetrics. For recommendation performance, wemea-
sure the success rate of the recommendation before achieving the max-
imum conversation turn and the average number of turns to achieve a
successful recommendation as metrics. Specifically, the Success rate
(SR)@10 and Mean reciprocal rank (MRR) are used to assess the
overall recommendation quality. Moreover, we report the results of
our proposed measurement PARP and the previously established
PRU to evaluate the popularity bias, as defined in Section 4.3.
Baselines. We compare Popcorn with several state-of-art base-
line approaches. Max Entropy (MaxEnt) [36] is the rule-based
strategy of asking for the attribute with the maximum entropy ac-
cording to the candidate items. This strategy requires a knowledge
base, in which each item is related to a group of attribute–value
pairs. When the user specifies the preferred value of an attribute,
items that contain other values are eliminated from the candidate
set. The entropy of each attribute is recomputed at each turn. CRM
[36] is the state-of-the-art CRSwith natural language understanding
and state control. It learns a belief tracker to encode the user’s re-
sponse to a set of attribute–value pairs as the dialogue state.MMN
[49] is a Multi-Memory Network learning a supervised model to
ask questions and perform recommendation based on semantic fea-
tures extracted from the conversation. EAR [24] can be regarded
as the state-of-the-art multi-round conversational recommender
system. It relies on an Estimation–Action–Reflection approach for
the interaction between conversation and recommendation mod-
ules, but it does not consider that users may respond with vague
utterances and it disregards historical records entirely. Note that
MaxEnt, CRM, and EAR assume that items and user responses are
strictly associated with the predefined attribute–value pairs, which
are not available in our setting. In order to enable an experimental
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