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ABSTRACT
Natural language processing (NLP) technologies have been widely
applied in business domains such as e-commerce and customer
service, but their adoption in the financial sector has been con-
strained by industry-specific performance standards and regulatory
restrictions. This challenge has created new opportunities for core
research in related areas. Recent advancements in NLP, such as
the advent of large language models, has encouraged adoption in
the finance sector. However, compared to other domains, finance
has stricter requirements for robustness, explainability, and gen-
eralizability. Given this background, we propose to organize the
first Robust NLP for Finance (RobustFin) workshop at KDD ’23 to
encourage the study of and research on robustness and explain-
ability technologies with regard to financial NLP. The goal of the
workshop is to extend the applications of NLP in finance, while
motivating further research in robust NLP.

CCS CONCEPTS
• Computing methodologies → Natural language processing;
• Information systems → Enterprise information systems.
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1 WORKSHOP MOTIVATIONS AND TOPICS
Financial services is a document-rich industry. This has led to great
demand for advanced NLP techniques to process financial cor-
pora in order to curate knowledge, augment human intelligence,
and support industry professionals in making informed business
decisions[1, 6]. Recent advances in the NLP domain have moti-
vated the emergence of key applications such as the automation
of due diligence protocols, financial question answering (QA) and
reasoning, conversational AI in finance, summarizing business en-
tity earnings calls, and analyzing investment sentiment of social
media posts [8]. Due to the unique industry standards and regu-
lations [5], robustness is a fundamental consideration underlying
nearly all financial NLP applications. The concept of robustnessmay
connote many specific definitions and real-life considerations. In fi-
nance, the key concerns of robustness refer to better generalizability,
higher explainability, lower risk of catastrophic failure in unfore-
seen circumstances, and diligent fairness considerations. Common
NLP models like large language models trained on generic corpora
usually deteriorate when processing financial texts despite having
achieved state-of-the-art results in other applications [7, 10, 11].
The business and regulatory requirements for explainability and
the reasoning behind decision makings for the financial industry
are often uncompromising, while many NLP modeling techniques
still lack this characteristic[3].

Based on years of research experience in this domain, the or-
ganizers recapitulate the key aspects of these challenges: massive
volume of data, large variation in the data format, low signal-to-
noise ratio, scarcity of expert annotated datasets, task ambiguity,
challenges regarding data integrity and privacy[4], domain shift[9],
and high performance requirements set by industry and regulatory
standards. With that, we envision a multi-year workshop series aim-
ing to advance the state of the art for robustness and explainability
technologies with regard to financial NLP. While these challenges
have been studied in many generic contexts, we believe working on
this vertical high-stakes domain, i.e. finance, will help consolidate
the development of solutions. The workshop will be composed of
three components: invited talks, paper presentations and posters,
along with a shared task competition. The workshop welcomes
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original research submissions related to robustness and explainabil-
ity research on NLP, with a focus on the financial domain and/or
financial corpora, which will include, but not be limited to, the
topics listed below. The workshop will welcome both position and
regular research papers.

• Adversarial attacks and defense to improve NLP model ro-
bustness and privacy protection.

• Transfer learning applications and their robustness and ex-
plainability studies.

• Robustness research against concept drift, domain shift, and
noisy datasets; NLP model generalization.

• Language modeling on financial corpora including tabular
and numerical data, and multi-modal modeling; numeracy
and quantitative reasoning, fact verification, and QA over
tabular data.

• Reconciling structured and unstructured knowledge to im-
prove model interpretability; financial knowledge graph con-
struction.

• Few-shot learning and prompt methods.
• Synthetic or genuine financial textual datasets and bench-
marks.

• Reasoning and textual entailment in financial applications.
• Empirical studies on robust NLP models.

2 SHARED TASK
There will be one shared task associatedwith theworkshop, Conver-
sational Finance Question Answering (ConvFinQA) [2]. We believe
this representative task can encourage NLP researchers and prac-
titioners to contemplate the unique requirements of the domain-
specific tasks when proposing new solutions and using transfer
learning for the finance domain.

Financial report understanding is a very common and fundamen-
tal exercise in finance. This exercise usually involves multiple steps
such as quantity/metric extraction, symbolic/arithmetic manipula-
tion, and multi-hop numerical reasoning. The recent advances in
large pre-trained language models are far from satisfactory when
addressing complex reasoning in financial reports. We propose
the ConvFINQA shared task to the community. The task dataset
contains 3,892 conversations comprising 14,115 questions carefully
composed by domain annotators. More details about the dataset,
contest tasks, and resources will be available on our workshop
website and the leaderboard will be hosted on Codalab. We in-
vite participants to explore robust modeling approaches for this
challenge.

3 WORKSHOP FORMAT AND ATTENDANCE
The workshop will include invited talks, paper presentations, and
shared task demonstrations. Selected high-quality submissions will
be presented in the workshop. Shared task contestants will be
required to report their approaches and results, and top-ranked
teams will be invited to present their work during the workshop.

The target audiences are mainly 1) academic researchers inter-
ested in applying relevant research to industrial problems, and 2)
industrial practitioners from financial institutions such as applied
research scientists within financial services companies and labs.

4 COMPARABLE WORKSHOPS
The organizers have organized three Knowledge Discovery work-
shops at AAAI. We believe robustness is vital to text analytics for
financial applications, and it is significantly understudied, which
has motivated us to organize this workshop at KDD. Another com-
parable workshop is Financial Technology and Natural Language
Processing (FinNLP), held at IJCAI 2022. The scope of FinNLP is
general applications of NLP to the FinTech domain. The NeurIPS
2018Workshop on Challenges and Opportunities for AI in Financial
Services and NeurIPS 2019 Workshop on Robust AI in Financial
Services discussed four key aspects of AI in finance – fairness,
explainability, accuracy, and privacy, while ours emphasizes the
robustness research on financial NLP.

Disclaimer. This paper was prepared for informational purposes by the Artificial
Intelligence Research group of JPMorgan Chase & Co. and its affiliates (“JP Morgan”),
and is not a product of the Research Department of JP Morgan. JP Morgan makes no
representation and warranty whatsoever and disclaims all liability, for the complete-
ness, accuracy or reliability of the information contained herein. This document is
not intended as investment research or investment advice, or a recommendation, offer
or solicitation for the purchase or sale of any security, financial instrument, financial
product or service, or to be used in any way for evaluating the merits of participating
in any transaction, and shall not constitute a solicitation under any jurisdiction or to
any person, if such solicitation under such jurisdiction or to such person would be
unlawful.
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