Structured Learning for
Taxonomy Induction with
Belief Propagation

Mohit Bansal David Burkett Gerard de Melo Dan Klein

TTI-Chicago Twitter Inc. Tsinghua U. UC Berkeley
£0Y07, ST, Berkeley
g;/ \% L B g oy R\
T =
z S
& d
OGICA\,\V\

N L P



A Lexical Taxonomy

»" Captures types and categories via hypernymy

vertebrate

T

mammal reptile
placental metatherian diapsid anapsid
/\ }
cow rodent ~ marsupial snake crocodilian chelonian
N { {
squirrel rat kangaroo turtle

»" Current resources incomplete, unavailable, time-intensive

G

»" Automatically build taxonomy trees

Widdows (2003), Snow et al. (2006), Yang and Callan (2009), Poon and Domnigos
(2010), Fountain and Lapata (2012), Kozareva and Hovy (2010), Navigli et al. (2011)




Outline

»" Structured inference (during both learning and decoding)
and learned semantic features on links and siblings

>" Supervised learning: train on one part of WordNet (e.qg.,
food) and test on a new part (e.g., animals)

Train N Test = ()

>" No repeated words!!! - Cannot use lexicalized features;
need surface and external Web features



Taxonomy Induction

»" For a particular set of terms « = {x1,22,..., 2}

squirrel

COW
rodent

metatherian

U
U

/4

ot placental

marsupial kangaroo

mammeal



Taxonomy Induction

Hearst, 1992!

>" Need features for terms that we have never seen before!

squirrel
Web Ngrams

cCow
[rats and other rodents =2 x ;/'Ode nt
metatherian

U
U

1%
rat

placental

marsupial kangaroo

mammeal
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Taxonomy Induction

Hearst, 1992!

>" Need features for terms that we have never seen before!

squirrel
Web Ngrams

CoOw
[ rodents such as rats =2 Xx }/'Odent
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Taxonomy Induction

Hearst, 1992!
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Taxonomy Induction

>" Need features for terms that we have never seen before!

squirrel
Web Ngrams
COW
[rodent ¥ ok kgt D x I"Odent
metatherian
/I
ot placental
marsupial kangaroo

mammeal



Taxonomy Induction

>" Need features for terms that we have never seen before!

squirrel
Web Ngrams

CoOw
[ p == C 2 x| rodent
metatherian

U
U

1%
rat

placental

marsupial kangaroo

mammeal



Surface Features

»" Capitalization: (ISCAPS(z;), ISCAPS(z;))

singer actor tiger

E.g., Voo | ,

Madonna  Tom Hanks  Bengal tiger

»"Ends-with: ENDSWITH(X;, Xj)

nut bee salad
E . g "y * ’ * ’
chestnut honeybee potato salad

»" Contains, LCS, Suffix-match, Length-difference




Semantic Features

»"Web n-gram Patterns and Counts

Web Ngrams

P = rodent

|
i Top 100 strings
\J

C' = rat




Semantic Features

»"Web n-gram Patterns and Counts

P = rodent
|
a
\J

C' = rat

Web Ngrams

C and other P
P (C and
P such as

P>C
CisaP
P, especially C

>"Individual count, Unary patterns, Pattern order



Semantic Features

>»"Wikipedia abstracts (for longer terms)

WIKIPEDIA

The Free Encyclopedia

The Rhode Island Red is a breed of chicken (Gallus gallus domesticus). They are ...

... Department of Justice (DOJ), ... is the U.S. federal executive department ...

The Gulf Stream, together with its northern ... swift Atlantic ocean current that ...

»" Features on Presence, Min-distance, and Patterns



Structured Taxonomy Induction

Hearst, 1992!

»" Each edge fires features with score S(Y;,;) = w - f(X;, X;)

squirrel

cCOw
[ (X, Q rodent
metatherian

U
U
U

¥
rat

placental

marsupial kangaroo

mammeal



Edge-factorization

»" Chu-Liu-Edmonds: MST ¥ = argmax { > sy )}
y € Y(x)

yi 'y
mammal
placental metatherian
/\ *
cCOw rodent ~ marsupial
PN |

squirrel rat kangaroo

>"Weights learned using standard gradient descent



Results: 1t Order

»" Setup: Train on a WordNet portion and reproduce the rest

60 -

46.8
42.2
40 -
24 .6
20 -
6.9
O

Baseline! Surface! Semantic! Surf+Sem!

Ancestor F1




Comparison Results

»" Setup: Train on a WordNet portion and reproduce the rest

70 - 66.6
- 65 -
S 60
(7))
()]
:%’ 55 - 52.9
50 _ -
45 l

Kozareva & Hovy, 2010



Analysis: Learned Edge Features

Hearst, 1992!

>" High-weight edge pattern examples

' and other P > P > C
C, P of Cisa P
C ,a P P, including

C or other P P (C
C:aP C' , american P
C -like P C |, the P

[ rats and other rodents ]




Analysis: Learned Edge Features

Hearst, 1992!

>" High-weight edge pattern examples

C' and other P > P > C
C, P of Cisa P
C ,a P P, including C

C or other P P (C
C:aP (', american P
C -like P C , the P

[ electronics > office electronics > shredders ]




Analysis: Learned Edge Features

Hearst, 1992!

>" High-weight edge pattern examples

C' and other P > P > C
C, P of C isa P
C ,a P P, including C

C or other P P (C
C:aP (', american P
C -like P C , the P

[ Michael Jackson, American singer ]




Higher Order (Siblinghood)

rodents such rats and
as squirrels other rodents

squirrels are
similar to rats

NP-hard!!
Use factor graphs and ] Treelf—0__

loopy belief propagation...!
Link! @ Sibling!

Link!




Fo

P(V) !

F

F(Vr)



Factor Graph Formulation

b" Given the inputterm set * = {x1,x2,..., 2, }, we want

P(ylz) oc | [ 67 ()
F

>"Each potential taxonomy edge x; ! x; is a variable Yjj

x; = rodent

xTj = rat



Variables




Edge Factors

¢Eij (yij ) — {

Yo1

Y23

Los

Yo2

Y24

Eoy

exp(w af (zi, zj))

exp(0) =1




Sibling Factors

| Sijk (i > Yik ) = {

Yo1

Y23

Yooy o So12
Eoz Eo2

h\ S934
Fias Eoy

exp(w af (xi, xj , xzx ))

1

Yij = Yk — ON
otherwise



Tree Factor

T’\

Yo1 Yo2) —1S010
Eoz Eo2

Y23 Wm S934
Fias Eoy

1 vy forms a legal taxonomy tree
lrly) = .
0 otherwise



Model Score

Cexp(w-f(y)) vV isatree
0 otherwise

P(ylz) o< | [ ¢r(y)

fy)= > fxix)+ > f(Xi X, x)
yq;jliON yijzlg/’ii:ON

\ J \ )
Y Y

Edge features! Sibling features!




Inference

>" 2 main inference tasks:
>" learn w (expected feature counts)

>" decode (select a taxonomy tree)

>" Each needs marginals of edges and triples being ON

»" One natural way to compute marginals in factor graph:
Belief Propagation (MacKay, 2003)



Inference: Belief Propagation

Smith and Eisner, 2008; Burkett and Klein, 2012 (tutorial); Gormley and Eisner, 2014 (tutorial) !

»" Message from variables to factors:

my p(0) ! men v (v)
F N(V)O\{F}

»" Message from factors to variables:

me v(v) < ¢r(Xp)  my p(Xe[V'])
Xg Xg [V]=v V# NFN\NV




Inference: Belief Propagation

Smith and Eisner, 2008; Burkett and Klein, 2012 (tutorial); Gormley and Eisner, 2014 (tutorial) !

»"Messages from tree factor exponentially slow!
> O(n>) Matrix Tree Theorem (Tutte, 1984)

»" Marginal beliefs:

by (v) ! ][ meov(v)

FeN(V)

»" Loopy belief propagation (sibling factors introduce cycles)



Learning

»" Gradient-based maximum likelihood training to learn w
>" Run loopy BP to get approximate marginals
»" Compute expected feature counts and gradients

>" Plug into any gradient optimizer — we use AdaGrad
(Duchi et al., 2011)



Decoding

Smith and Eisner, 2008!

>" After learning w, run BP again to get marginal beliefs

. . . . by. (on)
»" Set edge-scores = belief-odds-ratio =5jg-!
by; (off)

> Run MST algorithm to get minimum Bayes risk tree



Sibling Features

»" Consider each potential sibling pair (X; , Xk) in factor Sjjk
>" Fire similar Web n-gram and Wikipedia features

Web Ngrams

C] e CZ

Top 100 strings
(squirrel) (rat)




Results: Adding Siblings

»" Setup: Train on a WordNet portion and reproduce the rest

60 - 54.8

Ancestor F1

Baseline! Surface! Semantic! Surf+Sem! +Sibling!



Analysis: Learned Sibling Features

>" High-weight sibling pattern examples

Cr, G f
C,and/or C,

either C, or C,
<s>C,and C, </s>




Conclusion

»" Structured learning for taxonomy induction

>" No lexicalized features possible, so learned external
pattern features from Web n-grams and Wikipedia

»" Incorporated sibling information via 2" order factors and
loopy BP

»" Strong improvements on WordNet corpora



Thank you!

Questions?



